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Abstract 

Data clustering is one of the methods in data science that is often used in data analysis. This 

method is used in making groupings from a collection of datasheets. Data clustering is done to 

find patterns or relationships between data. This research aims to evaluate the accuracy of data 

clustering using K-Means algorithm on wine datasheet. Wine datasheet has 13 features that 

describe the chemical characteristics of three types of wine. The clustering process must 

produce the best clustering evaluation metrics. The evaluation metric is done through 

comparison between the clustering results of K-Means algorithm with Davies Bouldin and 

Silhouette. The research steps involved data standardization, selection of the optimal number 

of clusters, and assessment of clustering accuracy. The research method uses KDD which 

consists of pre-processing, transformation, model building and model evaluation. Experimental 

results show that appropriate parameters and cluster initialization can improve clustering 

evaluation metrics. The clustering results show that the normalized datasheet produces 

evaluation metrics for Davies Bouldin 2 groups and Silhouette produces 3 groups. Before 

normalization, Davies Bouldin results in 7 groups and Silhouette results in 2 groups. In 

conclusion, this study produced different evaluation metrics between normalized and non-

normalized datasheets. The selection of the number of groups chosen depends on the context 

of the data analysis performed and is selected into 3 groups which can be labelled "Superior 

Variety", the second group "Intermediate Variety" and the third group "Standard Variety".  
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Introduction  

In the rapidly growing digital era, data processing and analysis have become critical 

elements in generating valuable information for various fields. One popular approach in data 

analysis is clustering, which aims to identify patterns or structures hidden in datasets. 

Clustering is a data analysis method that aims to group objects into groups or clusters 

based on the similarity of certain characteristics. In this context, objects that have similarities 

will be placed in one group, while objects that are different will be placed in different groups. 

The basic concepts in clustering involve the similarity between objects, the formation of 

clusters as a result of the clustering process, the centroid as the group centre point in the K-

Means algorithm, and the measurement of the distance between objects in the feature space 

(Cielen et al., 2016), (Ozdemir, 2017). 

There are various clustering methods that can be applied, the selection of methods is 

adjusted to the characteristics of the data and the purpose of the analysis. Algorithms used in 

clustering models include K-Means, Hierarchical Clustering, DBSCAN, and Gaussian Mixture 

Models (Deny Jollyta, Muhammad Siddik, Herman Mawengkang, 2021), (Mathur, 2019). The 

clustering process can be used for data structure understanding, customer segmentation in the 

marketing industry, image analysis, and other analysis purposes. The selection of an 

appropriate clustering method and understanding of the results is critical to ensure the relevance 

and success of the analysis (Amanda & Veronica Sitorus, 2021), (Garang, 2022). 

 

Literature Review 

The K-Means algorithm is one of the popular data analysis techniques that is widely used 

in the data clustering process (Purba et al., 2022). It uses a partitioning system to group data 

based on their similarity, with each cluster represented by a centroid point (Informatics & 

Polinema, 2020). The process involves iteratively updating the centroid points until the data 

points are optimally grouped into clusters (Asmiatun et al., 2019).  Measuring the accuracy of 

the K-Means algorithm is very important in evaluating the effectiveness of the clustering 

process (Awaludin, 2014). The accuracy of the algorithm is influenced by several factors 

including the initial centroid point value, the number of clusters, and the distance metric used 

to calculate the similarity between data points (Faizah et al., 2020), (Dewi & Pramita, 2019).  

The K-Means algorithm has been applied in various studies to cluster data and evaluate 

the accuracy of the clustering process (Kurniadi et al., 2023), (Tambunan, 2021), (Listiani et 

al., 2019).Research conducted by Nurjanah (Nurjanah & Arifin, 2021), applied the K-Means 

method in analysing travel review data. K-Means, as a clustering algorithm, can help identify 

patterns and groups of words in reviews, enabling a deeper understanding of users' impressions 

of a place. Natsir (Dewi & Pramita, 2019), made clustering on book data borrowed in the 

library, Mujiono (Muliono & Sembiring, 2019), used the Kmeans algorithm for clustering data 

on the tri darma activities of lecturers and Priyatman, H (Priyatman et al., 2019), made a 

clustering model for use in promotional mapping.  
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The results of the model development must be seen the resulting accuracy value.  The 

process of evaluating the accuracy of the clustering model is used to calculate the best 

clustering value. Methods for measuring the accuracy of clustering models can include using 

such as Silhouette Score, Davies-Bouldin Index and Adjusted Rand Index (ARI).  

Evaluation of clustering models requires the selection of metrics that are appropriate to 

the task context and data characteristics. These metrics are often used together to provide a 

more comprehensive picture of the quality of clustering produced by the model. By 

understanding the strengths and weaknesses of each metric, researchers and practitioners can 

make more informed decisions in assessing the performance of a clustering model and 

understand the extent to which the model is able to uncover meaningful structure in the data in 

the absence of true class labels. 

The Davies-Bouldin index is calculated with respect to two main aspects, namely the 

cohesiveness and unity of each group. Cohesiveness measures the extent to which points within 

a group are similar among themselves, while unity measures the extent to which one group is 

distinct from another. A Davies-Bouldin index value is calculated for each group by comparing 

the cohesiveness and unity with other groups. This process results in a series of Davies-Bouldin 

index values, where lower values indicate better clustering results. Furthermore, these values 

can be averaged to get an overall picture of the clustering accuracy of the entire dataset (Jollyta 

et al., 2019), (Sholeh & Aeni, 2023), (Quinthara et al., 2023). 

The clustering accuracy evaluation process using the Silhouette method measures how 

well the division of groups is able to separate between groups and the extent to which members 

in one group are similar to each other. The Silhouette Score is calculated by comparing the 

average distance of a point to a point in the same group (a) with the closest average distance 

between that point and a point from another group (b). The Silhouette Score for each point is 

then obtained from the formula (b - a) / max (a, b). The Silhouette value ranges from -1 to 1, 

where a positive value indicates that the point fits better into its group compared to other groups 

(Orisa, 2022), (Vania & Sari, 2023), (Paembonan & Abduh, 2021). 

In this study, the data clustering process was carried out using the K-Means algorithm 

and using accuracy with the Davis Bouldin and Silhouette methods.   The purpose of data 

clustering includes that existing data can be grouped into several groups, which in one group 

is a collection of data that has similar similarities.  Clustering enables identification and a 

deeper understanding of different grape varieties, chemical composition, and other attributes. 

This process can assist in grouping wines based on similar characteristics, facilitating data 

analysis and interpretation. In addition, clustering can be directed towards the determination of 

wine quality, distinguishing between high and low quality wines. 

 

Research Method 

Datasheet 

The research was conducted using a datasheet that was processed using a public 

datasheet, namely a wine datasheet. This datasheet was obtained from 
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https://archive.ics.uci.edu/dataset/109/wine. The datasheet consists of 13 features as much as 

178 data. 

Research Stages  

In data mining method research using the Knowledge Stages method in KDD begins with 

the selection of datasets that match the purpose of the analysis.  The next steps in the KDD 

method are pre-processing, transformation, model building and model evaluation. The pre-

processing stage is done by data cleaning, handling missing values, and at the data 

transformation stage to fit the needs of the analysis. This stage ensures data quality and integrity 

before moving on to the next stage. The modelling stage in this research uses a clustering model 

with the K-Means algorithm which is used to group data based on the similarity of its 

characteristics. The last stage is to see the accuracy value of the model created. The accuracy 

method uses Davies Bouldin and Silhouette. The KKD method used in the research process is 

presented in Figure 1. 

Datasheet Data Target Preprocessed 

data Transformed

data
Patterns/ Model Knowledge

Preprocessing Transformation Data mining
Interpretation 

Evaluation

 

Figure 1, Research stages with the KDD method 

K-Means Algorithm 

K-Means algorithm is a clustering method used to group data points into similar groups. The 

steps of the K-Means algorithm are: 

1. Centroids initialization: 

The first step is to determine how many clusters (k) you want to create and randomly select 

the centroid points. This centroid value is the starting point of clustering. 

2. Data Clustering: 

Performs the process of assigning each data point to the group that has the closest centre. 

Group centres are measured using a distance metric, often the Euclidean distance. 

 

𝑑(𝑃, 𝑄) =  √𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2   + ⋯ + (𝑝𝑛 − 𝑞𝑛)2 …………….. (1) 

 

3. Update of group centroids: 

Calculate the new centroids by calculating the average of each group generated in the 

process of ledge 2. The process of calculating the new centroids is done using the data that 

has been attributed to the group. 

 

𝑢𝑗 (𝑡 + 1) =
1

𝑁𝑠𝑗
∑ 𝑥𝑗𝑗∈𝑠𝑗   ……………………………..(2) 

 

𝑢𝑗 (𝑡 + 1)  : the new centroid at iteration (t+1), Nsj : the number of data in cluster sj. 
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4. Looping process   

Repeat steps 2 and 3 until there is no significant change in cluster attribution or until the 

specified number of iterations. 

5. Convergence Evaluation: 

Convergence evaluation can be done by monitoring the change in cluster centres or by 

checking if the cluster attribution does not change within a few iterations. 

6. Termination: 

The algorithm stops when the stopping criteria are met, such as reaching the maximum 

number of iterations or when there is no significant change in the group attribution. 

 

Results and Discussion 

The pre-processing process involves examining the entire data to identify missing values, 

outliers or other potential problems that may affect the quality of the analysis.  As a result of 

the identification of dirty data, the process of cleaning the data identified can interfere with the 

modelling process. The stages of pre-processing are shown in Table 1. 

Table 1 Stages in pre-processing 

No Command Stages Result 

1 Checking for empty 

data 

df.isnull().sum() No empty data found 

2 Checking data type df.info() All data types are 

numeric 

3 Removing duplicate 

data 

df=df.drop_duplicates() Same data has been 

deleted 

4 Checking data 

consistency 

for column in df.columns: 

    unique_values = 

df[column].unique() 

    print(f"Unique Value in Value   

   Column   '{column}':") 

    print(unique_values) 

    print("\n") 

All data is consistent 

with the data entry 

5 Checking outlier 

data 

plt.figure(figsize=(39, 6)) 

sns.boxplot(data=df) 

plt.title("Boxplot untuk Semua 

Fitur") 

plt.show() 

There is no outlier data 

 

Transformation Stages 

The transformation process can be done with data normalization. The data 

normalization process is done by scaling the variables on the datasheet to have the same 

range. Datasheets that have not been normalized are shown in Figure 2.  
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Figure 2 Wine datasheet that has not been normalized 

The transformation process is performed using the StandardScaler() library. This 

function is applied to attribute values to transform the distribution of values to have a mean (μ) 

around 0 and a standard deviation (σ) around 1. StandardScaler follows the following 

mathematical formula: 

𝑧 =  
𝑥−𝜇

𝜎
    …………………… .3 

where: 

    z = the transformed value (the scale has been changed), 

    x = the original value of the attribute, 

    μ = the mean of the attribute, 

    σ = is the standard deviation of the attribute. 

 

The results of the normalization process are in Figure 3 

 
Figure 3 Wine datasheet that has been normalized 

 

Stages of model building  

The process of creating a clustering model using the K-means algorithm by comparing 

the original datasheet with the normalized datasheet.  After the clustering model is applied, 

evaluation is carried out using the Davies-Bouldin index and Silhouette Score metrics. This 

evaluation is used to ensure adequate clustering results. Analysis of the results is done to 

understand the patterns and characteristics of the clusters formed, with interpretation taking 

into account attributes that may distinguish the clusters.   

 

Clustering with the Davies-Bouldin evaluation metric 

The Davies-Bouldin index can be used to give an idea of how well each group is 

separated from each other and how close the groups are. Lower index values indicate that 

clustering is better, where each group has its own centre and the groups are well separated. 

Conversely, higher index values may indicate overlap or fuzziness in the clustering. 
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The clustering process with the datasheet before normalization is shown in Figure 4 and the 

clustering process with the datasheet after normalization is shown in Figure 5. Tests were 

conducted with clustering ranging from k=2 to k=10. 

   
 

Figure 4 Clustering results with Davies-Bouldin evaluation metric before normalization 

 

      
 

Figure 5 Clustering results with Davies-Bouldin evaluation metric after normalization 

 

Clustering with Silhouette Score evaluation metric 

The Silhouette Score evaluation metric is used to evaluate the quality of clustering by 

measuring how well each data in a group compares with other groups. The Silhouette Score 

ranges from -1 to 1, where higher values indicate better clustering. The clustering process with 

the datasheet before normalization is shown in Figure 6 and the clustering process with the 

datasheet after normalization is shown in Figure 7. Clustering tests were carried out with 

clustering processes ranging from k=2 to k=10. 

    
 

Figure 6 Clustering results with Silhouette Score evaluation metric before normalization 
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Figure 7 Clustering results with Silhouette Score evaluation metric after normalization. 

 

Model evaluation stage 

Evaluation of clustering models can be done by measuring the quality and effectiveness 

of data clustering.  The evaluation metrics used are Silhouette Score and Davies-Bouldin Index.  

The results of each clustering obtained are analyzed to see the best results from each evaluation 

metric.   Analysis and interpretation of the results becomes a process to select or determine the 

value of the evaluated metrics of the resulting clustering. A comparison of the results of the 

evaluation metrics for each method is presented in Table 2. 

 

Table 2 Evaluation metric results 

 

Many 

clusters 

Datasheet before 

normalisation 

Datasheet after 

normalisation 

Davies 

Bouldin 

Silhouette Davies 

Bouldin 

Silhouett

e 

2 0.47 0.656 1.525 0.268 

3 0.53 0.571 1.389 0.284 

4 0.54 0.562 1.707 0.266 

5 0.574 0.548 1.670 0.231 

6 0.522 0.565 1.626 0.234 

7 0.457 0.561 1.826 0.148 

8 0.497 0.548 1.539  0.144 

9 0.530 0.527 1.735 0.133 

10 0.535 0.516 1.730 0.159 

 

Based on table 1, the clustering process is carried out from k = 2 to k = 10 and the 

evaluation results obtained, the datasheet that has not been normalized for the Davies Bouldin 

evaluation metric is the best clustering of 7 with a value of 0.457 and for the Silhouette 

evaluation metric the best clustering is 2 with a value of 0.656.  The results of data clustering 

can be displayed in the form of 2 dimensions or 3 dimensions. The visualization results in the 

form of 2 dimensions are in Figure 8 and visualization in the form of 3 dimensions are in Figure 

9. 
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Figure 8.  2-Dimensional and 3-Dimensional Visualization of Davies Bouldin evaluation 

metrics Before normalization 

  
 

Figure 9 Visualization of 2-Dimensional and 3-Dimensional Silhouette evaluation metrics 

Before normalization. 

After normalization, the clustering results produce different evaluation metric values. 

The results of the Davies Bouldin evaluation metric are the best grouping of 3 with a value of 

1.389 and for the Silhouette evaluation metric the best grouping of 3 with a value of 0.284. The 

visualization results of the recommended clustering are shown in Figures xx and yy. Figure 10 

displays the visualization in 2 dimensions for both Davies Bouldin and Silhouette Figure 11 

displays the visualization in 3 dimensions for both Davies Bouldin and Silhouette. 

  
Figure 10 2-Dimensional and 3-Dimensional visualisation of Davies Bouldin evaluation 

metrics after normalisation 

  
Figure 11 Visualization of 2-Dimensional and 3-Dimensional Silhouette evaluation metrics 

after normalization. 
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Based on the results of the evaluation metrics, especially the Silhouette evaluation results, 

many clusters of 3 groups were determined. The process of labelling the clustering results is 

done by understanding the structure and characteristics of the groups generated by the 

clustering model. In labelling the wine datasheet that is clustered into three, the first group can 

be labelled "Superior Variety", the second group "Intermediate Variety" and the third group 

"Standard Variety". 

 

Conclusion 

The results of clustering analysis on wine datasheets using datasheets that have not been 

normalized and with the normalization process produced different clustering evaluation 

metrics. Based on the Davies Bouldin and Silhouette evaluation metrics, the clustering results 

were selected from the three clustering results generated by the Silhouette evaluation metric 

and the normalized data. The results of the three groupings were labelled with the names 

"Superior Varieties," "Intermediate Varieties," and "Standard Varieties," respectively.  This 

labelling is expected to provide an easier and more understandable interpretation of each group. 
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