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Abstract 

Donating blood is an altruistic act driven by concern for others and personal commitment to 

health. It is crucial for patients needing transfusions due to excessive bleeding. However, there 

has been a decline in blood donations globally. To address this, the medical community needs 

a method to predict whether a donor will donate again, enabling proactive measures to ensure 

an adequate blood supply. This study utilizes data from the University of California, Irvine 

(UCI) Machine Learning Repository, specifically the Blood Transfusion Service Data Set, 

employing the Decision Tree method with the C4.5 algorithm. C4.5, an improvement over 

Iterative Dichotomiser 3 (ID3), can handle missing values, pruning, and continuous data.  The 

aim is to classify blood donor eligibility accurately. The aim of this study is to explore how the 

utilization of the C4.5 algorithm in decision tree classification can predict whether an 

individual will donate blood again or not. The analysis identifies five key attributes—Recency, 

Frequency, Monetary, Time (Months), and Decision—as determinants of repeat donation 

likelihood. Using a confusion matrix to assess accuracy, the C4.5 algorithm achieved a 77.68% 

accuracy, with an error rate of 22.32%, a sensitivity of 30.19%, and a specificity of 92.40%. 
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Introduction  

In these days and age, developing countries must consider health challenges, one of 

which is the provision of enough safe blood supplies for transfusions, which must be a priority 

when someone experiences excessive bleeding, during surgery, or when cancer patients are 

undergoing chemotherapy (Why Blood Donation Is Important – and Who Benefits, 2021). 

Hospitals collaborating with many parties or volunteer blood donor organizations typically 

have challenges, as contacting multiple individuals randomly and not in a pattern to solicit 
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blood donations is less efficient. This is because the information collected from potential 

donors sometimes meets blood donation guidelines. 

According to research by (Kaptoge et al., 2019), the blood donation interval could be 

shortened to alleviate the global blood supply crisis. Because of this, a classification system is 

required to identify the selection of eligible prospective blood donors based on preset criteria 

to determine whether a donor will donate again or not. In general, donors must meet six 

requirements (Ayodonor - Palang Merah Indonesia, 2016): (1) have healthy physical and 

mental, (2) with an age range between 17 to 65 years, (3) have a weight body weight of 45 kg, 

(4) blood pressure in the range of 100-170 systolic and/or 70-100 diastolic, (5) the percentage 

of hemoglobin levels between 12.5g% and 17.0g%, and (6) history of donor activity blood was 

counted at least 12 weeks (equivalent to 3 months) ago. This study used data obtained from the 

UCI Machine Learning Repository database with a data set called the Blood Transfusion 

Service Center Data Set to find data that complies with predetermined requirements (Yeh, 

2008). 

In health information systems, the availability of a branch of computer science expertise 

known as data mining or Knowledge Discovery in Databases is anticipated to solve the current 

challenges (Pangaribuan et al., 2017; Pangaribuan & Suharjito, 2014). This relates to the 

fundamental nature of data mining, which can be used as a reference for analysis to discover 

unrealized yet significant and meaningful knowledge, patterns, and information (Liao et al., 

2022; Maimon & Rokach, 2005; Priyasadie & Isa, 2021; Ramadani et al., 2023). Due to the 

numerous classifications of the imported data, the decision tree approach is required to break 

down previously massive data sets into smaller record sets by applying a series of decision 

rules that can be used to predict or clarify an occurrence (Resti et al., 2023; Rusyana et al., 

2023; Syukmana et al., 2020; Yang et al., 2020). In this research, implementing the C4.5 data 

mining method is anticipated to become an alternate decision support system for creating the 

necessary data. Algorithm C4.5 is required to generate rules in the form of a decision tree by 

analyzing (1) five attributes of possible donors, such as (a) Recency; (b) Frequency; (c) 

Monetary; (d) Time; and (e) Decisions (Barus, Nathasya, et al., 2023); (2) Attribute value; (3) 

Entropy; and (4) Gain (Sumiati et al., 2023). The list is then utilized to determine if an 

individual would donate again. 

In conducting classification, the Decision Tree method is the most frequently employed 

approach (Irawan, 2021; Sathiyanarayanan et al., 2019; Zulfikar et al., 2018). This method is 

also utilized because in this research, a dataset sourced from UCI Machine Learning Repository 

is used. According to previous studies, this method can process datasets from the machine 

learning repository with the highest accuracy rate of 99.93% (Charbuty & Abdulazeez, 2021). 

Based on the results of the preceding description, this research aims to determine the 

method and obtain the results of rules from using a decision tree with the C4.5 algorithm in 

classifying whether someone will donate blood again or not. Five attributes are utilized as study 

criteria, and testing is performed using a confusion matrix to determine the validity or accuracy 

of the data and projected results. The benefits of this research are expected to enhance 

knowledge and insights regarding the application of the C4.5 Algorithm in the medical field, 

particularly in blood donation. 
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Literature Review 

Blood donation 

In the human body, there is usually about 5 liters of blood circulating, which also depends 

on body size. If there is a severe blood loss, also known as hemorrhage, of 30-40% of the total 

blood volume, the individual must be given a blood transfusion immediately. For a blood 

transfusion to be given, of course, blood donors are needed. Blood donors are people who 

voluntarily donate their blood. For people to donate blood, of course, organizers are needed. 

Decision tree 

Decision tree, which first appeared in the 1960s, are one of the most widely used methods 

in data mining when it comes to classification problems. As the name of the method suggests, 

decision trees perform classification into branch-shaped segments that look like an inverted 

tree with 3 nodes or nodes, namely: 

1) Root Node 

This node is located at the top of the decision tree and only has output. 

2) Internal Node 

This node is located after the root node, where one output from the root node or the 

previous internal node becomes input in the internal node and produces a minimum of 

2 outputs. 

3) Leaf Node 

The last node of a decision tree which usually means that the data has been classified. 

This node also does not have any more output. 

C4.5 algorithm 

One of the most popular algorithms for creating decision tres is the C4.5 algorithm. The 

C4.5 algorithm is an algorithm used to solve classification problems from datasets. This 

algorithm is a development and refinement of the ID3 algorithm, so now the algorithm can 

handle missing values, pruning, and continuous data. The steps taken by the C4.5 algorithm to 

build a decision tree are as follows: 

1) Choose an attribute as the root node. 

2) Create a branch for each value. 

3) Divide each branch into cases. 

4) Repeat these steps for each branch until all have the same class. 

Confusion matrix 

Confusion Matrix is one of the methods used to measure the performance of classification 

results by comparing the results of predicted values with factual values. The confusion matrix 

table will have a size of n X n, where the value of n depends on how many output classes (Visa 

et al., 2011). If the value of n = 2, then the confusion matrix table will be as follows: 
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Table 1. Confusion matrix table 

Actual Predicted Total 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

Total TP + FP FN + TN 

 

Here is a breakdown of the table: 

a) True Positive (TP): The number of data points that were correctly classified as positive. 

b) False Negative (FN): The number of data points that were incorrectly classified as 

negative. 

c) False Positive (FP): The number of data points that were incorrectly classified as 

positive. 

d) True Negative (TN): The number of data points that were correctly classified as 

negative. 

The confusion matrix can be used to calculate several metrics, such as: 

a) Accuracy: The proportion of data points that were correctly classified. 

b) Precision: The proportion of positive predictions that were correct. 

c) Recall: The proportion of actual positives that were correctly identified. 

d) F1-score: The harmonic mean of precision and recall. 

 

Research Method 

The process begins with data collection and division, followed by the determination of 

criteria for each attribute. The data was obtained from the UCI Machine Learning Repository 

and is freely available for use. This dataset was collected from one of the blood donation service 

centers in Hsin-Chu City, Taiwan. The service center then sent their blood donation service 

bus to one of the universities in Hsin-Chu City to conduct regular blood donation drives every 

three months. This data was provided to the UCI Machine Learning Repository on October 3, 

2008 (Yeh, 2008). The data is divided into 30% for training data and 70% for testing data. 

After the data is collected and divided, the decision variable is determined based on the 

data that is divided into attributes. There are 5 criteria: 

1) Recency - when was the last blood donation in terms of months. 

2) Frequency - how many times blood was donated. 

3) Monetary - the amount of blood donated in terms of cc. 

4) Time - how many months since the first blood donation. 

5) Decision - whether the person will donate blood again or not. 

Table 2 is the criteria table for the collected data. 

Table 2. Criteria table 

Criteria Condition Classification 

R (Recency) 
Recency <= 3 months Recently donated blood 

Recency > 3 months Not recently donated blood 

F (Frequency) 
Frequency <= 4 months Infrequently 

Frequency > 4 months Frequently 
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M (Monetary) 

Monetary < 500cc Little 

Monetary 500cc – 1,750cc Medium 

Monetary > 1,750cc Plenty 

T (Time – 

Months) 

Months <= 28 months New donor 

Months > 28 months Existing donor 

Decision 
0 Non-donor 

1 Donor 

 

Next, the data is subjected to calculations, during which the highest Gain value is sought 

from the Entropy results. The final step is to generate the decision tree rules and evaluate the 

prediction results using a confusion matrix (Angraini et al., 2020; Barus, Romindo, et al., 

2023). By following these steps, it is possible to classify data using the decision tree method 

and C4.5 algorithm accurately. Calculating the decision tree method using the C4.5 algorithm 

involves several stages, as outlined in Figure 1. 

 
Figure 1. Completion stages with the decision tree method 

 

Result/Findings 

To get early insights, data that has been visually represented is subjected to exploratory 

data analysis. Following is the histogram for each attribute that has been. Figure 2 indicates 

that the majority of people in the dataset are not recent blood donors. 

 
Figure 2. Histogram attribute for recency 
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The histogram in Figure 3 indicates that there are more people donating blood at lower 

frequencies than those donating at higher frequencies. There are 419 instances where 

individuals donated blood less than or equal to every 4 months. Meanwhile, there are 329 

instances where individuals donated blood more than every 4 months. 

 
Figure 3. Histogram attribute for frequency 

From Figure 4, the histogram indicates that there are individuals who have donated 

significantly less blood than others. The histogram below shows that 418 data points donated 

a total of 500cc to 1750cc of blood. Meanwhile, there are 172 data points that donated more 

than 1750cc of blood, and 158 data points that donated less than 500cc. 

 
Figure 4. Histogram attribute for monetary 

Figure 5 indicates that there are more new donors than old donors. This histogram 

indicates that the new donors who donated blood less than or equal to the last 28 months are 

392 data. Meanwhile, old donors who donated blood more than 28 months ago are 356 data. 

 
Figure 5. Histogram attribute for time (months) 
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Using the scikit-learn function library, checking for null data, skewness and kurtosis may be 

calculated from the data visualization. Figure 6 displays the code along with the outcomes with 

the following captions: 

1. Figure 6 (a) shows the code for checking null data and its result. 

2. Figure 6 (b) displays the code for calculating skewness and its result. 

3. Figure 6 (c) exhibits the code for calculating kurtosis and its result. 

   
 (a) (b) (c) 

Figure 6. (a): Code to check for null data and result; (b): Code to calculate skewnewss value and result; 

(c): Code for calculating kurtosis value and result 

Derived from Figure 6, the data used has no null value. As demonstrated by the data 

presented in Figure 7, most blood donors in the sample had recently made donations, while a 

minority had not. Figure 7 represents the statistical data for all attributes. 

 
Figure 7. Statistics data for all attributes 

Additionally, most blood donors had a low frequency of donations, resulting in a smaller 

cumulative volume of blood donated per individual. In contrast, a smaller group of donors 

exhibited a higher frequency of donations, leading to a greater cumulative volume of blood 

donated per individual. The average volume of blood donated per person was 1,000 cc, but 

some individuals had donated up to 12,500 ccs. The average time since a person first donated 

their bloods is 28 months, although some are new donators, who just started donating 2 months 

ago, while some have donated for 98 months. 

 
Figure 8. Heatmap of correlations between attributes 
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The results of the correlation heatmap shown in Figure 8, indicate that there is a strong 

positive correlation between the Monetary and Frequency attributes. This suggests that 

individuals who donate more frequently also tend to donate larger cumulative volumes of 

blood. Additionally, there is a moderate positive correlation between the Time (Months) 

attribute and the Monetary and Frequency attributes. This suggests that individuals who have 

been donating for a more extended period and who donate more frequently also tend to donate 

larger cumulative volumes of blood. Based on the correlations between each attribute, all are 

used in making the decision tree. 

To improve the accuracy of the decision tree rules, it is necessary to scale the Monetary 

attribute so that its range, in the thousands, is more comparable to the ranges of the other 

attributes, in the hundreds. By using min-max scale method, the Monetary range is scaled from 

thousands to between 0-1. Figure 9 shows the code and results for scaling the Monetary 

attribute with min-max scale. 

 
Figure 9. Code for scaling the monetary value and results 

After scaling the monetary range into between 0-1, the data will be multiplied by 100 to 

have a similar range in the hundreds. Figure 10 shows the codes and the result. Data 

transformation is performed using the min-max scaling method on the monetary attribute. 

 
Figure 10. The result of data transformations with min-max scale on monetary attribute 

The constructed decision tree can aid in classifying an individual's blood donation based 

on specific characteristics. Figure 11 shows the constructed and pruned decision tree. After 
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utilizing the C4.5 method to calculate the decision tree formation, the resulting rules or 

regulations of the generated decision tree are as follows: 

1) A donor with Rare Frequency ≤ 4 times will not donate again. 

2) A donor with Frequent Frequency > 4 times, with Recently Donated < 3 months, followed 

by the type of New Donor Time ≤ 28 months, will donate again. 

3) A donor with Frequent Frequency ≥ 4 times, with Recently Donated < 3 months, followed 

by the type of Old Donor Time ≥ 28 months, will not donate again. 

4) A donor with Frequent Frequency ≥ 4 times, with Recently Donated < 3 months, will not 

donate again. 

 
Figure 11. The final result of the decision tree after pruning 

The use of a decision tree and confusion matrix can help classify and evaluate the 

accuracy of predictions made about an individual's likelihood of donating blood again. Next, 

the confusion matrix method is used to evaluate the accuracy of the decision tree's classification 

findings using actual data. The confusion matrix for the generated rules is computed with 

RapidMiner Studio as shown in Figure 12. From Figure 12, we can interpret that from the 

generated rules. The overall accuracy is 77.68%, the error rate is 22.32%. the sensitivity is 

30.19%, and the specificity is 92.40%. 

 
Figure 12. Confusion matrix from decision tree results 

 

Conclusion 

The classification of whether an individual will donate blood again or not is based on 5 

attributes, namely Recency, Frequency, Monetary, Time, and Decision which is the decision 

attribute. From these five attributes, a decision tree is formed using the C4.5 algorithm. From 

these five attributes, four rules are generated. Out of the four rules obtained from the formed 

decision tree, one rule yields the decision Donor, and three rules yield the decision Not Donor. 

The decision tree may be complex and prone to overfitting, so pruning is recommended to 

improve efficiency and effectiveness. The accuracy of the classification result of the decision 

tree using the confusion matrix method is 77.68%, indicating that the decision tree is effective 

in classifying an individual's blood donation status. For future research, other classification 
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methods can be utilized to compare the accuracy of decision trees with alternative classification 

methods. 
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